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Three hundred and nine carbon-carbon, carbon-nitrogen, and carbon-oxygen π-bond lengths in high
precision crystal structures of 31 purine and pyrimidine nucleobases were related to the Paulingπ-bond
order, its analogues corrected to crystal packing effects, the numbers of non-hydrogen atoms around the
bond, and the sum of atomic numbers of the bond atoms. Principal Component Analysis (PCA) and
Hierachical Cluster Analysis (HCA) demonstrated that the bond lengths in the nucleobases are three-
dimensional phenomenon, characterized by nine distinct classes of bonds. Bond lengths predicted by Linear
Regression models, Pauling Harmonic Potential Curves, Multiple Linear Regression, Principal Component,
and Partial Least Squares Regression were compared to those calculated by molecular mechanics,
semiempirical, andab initio methods using PCA-HCA procedure on the calculated bond lengths, statistical
parameters, and structural aromaticity indices. Incorporation of crystal packing effects into bond orders
makes multivariate models to be competitive to semiempirical results, while further improvement of quantum
chemical calculations can be achieved by geometry optimization of molecular clusters.

1. INTRODUCTION

Nucleobases (nucleic acid bases) are carbohydrate deriva-
tives of natural or synthetic heterocyclic1 and carbocyclic2

compounds, whether the attachment is through N, C, or O.
Adenine (A), guanine (G), cytosine (C), thymine (T), and
uracile (U) are the common (standard) nucleobases in natural
DNA and RNA. There are also many naturally occurring
nucleobases, incorporated in various biomolecules or par-
ticipating in biochemical processes.1,3 Among them, modified
or nonstandard nucleobases are derivatives of A, G, C, T,
or U; over 100 were found in RNA and DNA.4 Synthetic
nucleobases comprise even larger structural diversity, includ-
ing modified and nonnatural nucleobases, and nucleobase
analogues. They can possess physical, chemical, biochemical,
pharmacologic, and physiologic effects desired in biotech-
nology, medicine, and material chemistry, as for example:
peptide nucleic acids,5 highly specific receptors for base
pairs,6 manipulation of gene expression in the DNA su-
pramolecular complex,7 nonpolar nucleobases,2,8,9conductors/
semiconductors of stacked nucleobases,10 etc. Six years ago11

there were only 350 nucleobase containing structures in the
Nucleic Acid Database (NDB).12 Today there are some 1500
entries in the NDB, over 400 in the NMR-Nucleic Acid
Database,13 around 800 in the DNA-Binding Protein Data-
base,14 over 1700 in the Protein Data Bank (PDB),15 and
over 500 in the Cambridge Structural Database (CSD).16

The main noncovalent forces important for stabilization
of nucleic acids are aromaticπ...π stacking interactions and
hydrogen bonds.3,17-20 The adjacent overlapping nucleobases
in stack are mutually parallel at a vertical distance 3.3-3.6
Å20 (double of the van der Waals radius for carbon, 1.70

Å21). In general, crystal packing effects can be around 0.01-
0.02 Å for bond lengths.22 The bond lengths between a given
pair of atoms in similar environment are the same within
the standard uncertainties of the measurements (estimated
standard deviations, esds).22 Standard esds for bond length
and angles from high-quality crystal structure determination
have reached 0.005 Å and 0.5°, respectively. Thus the
quantification of substition and crystal packing effects on
the standard molecular geometry is possible. Bond lengths
in π-systems are a good measure of aromaticity, although
not providing a complete idea on the aromaticiy of the
system.23,24 As the heteroaromaticity25 is the aromaticity of
heterocycles, all said above on bond lengths is valid for
nucleobases also. Electron delocalization, conjugation, and
hyperconjugation26 are the major electronic factors making
bonds to be partial double. The Resonance Theory27-29

describes well these phenomena by resonance structures.
From these structures, the Paulingπ-bond orders,pP, can
be easily calculated,27,29,30and bond lengthsd are expressed
as a simple function ofpP (Bond Length-Bond Order
Relationship, BLBOR).29-33 Instead ofpP, some integer as
the number of adjacent non-hydrogen atoms,n, can be used
also.34,35Harmonic Oscillator Stabilization Energy approach
(HOSE)36 determines the weights of resonance structures and
calculates corrected, weightedpP.37 BLBORs for planar
benzenoids (planar benzenoid polycyclic aromatic hydro-
carbons, PB-PAHs),31,32,38 azabenzenoids,31,32,37 diazaben-
zenoids,33,37 poliazabenzenoids,33,37 and picrates31,32 exhibit
the similarity among CC, CN, and COπ-bonds. There is
practically one BLBOR (from linear regression, LR) for CC
bonds in PB-PAHs and all their aza-derivatives and another
for CN bonds in all aza-PAHs. BLBOR for CC bonds in
picrates seems to be unique. Figure 1a shows that the mean
CC bond length decreases from PB-PAHs to polyazaben-
zenoids with the number fraction of CN bonds (with respect
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to all bonds). The variation ofd, (max d - min d)/max d,
for CC bonds is 10% in PB-PAHs and only 2% in
polyazabenzenoids; this variation depends linearly on the
number fraction of CN bonds (Figure 1b). The CN bond
length variation in aza-PAHs is 5-9%. Picrates exhibit CC
and CO bond length variation as 9% and 8%, respectively;
these CC bonds do not fit to the line in Figure 1b. Picrates
representπ-systems with exocyclic CdO groups. Figure 1a,b
reveals that CN and CO bonds affect CC bonds. CN bonds
cause shortening and enhance equalization of CC bond
lengths, CC aromatic character is more pronounced. CO
bonds have the opposite effect on CC bonds (Figure 1).
Nucleobases could have some properties in common with
aza-PAHs and picrates.

Recently,38 BLBOR for PB-PAHs was extended to mul-
tivariate analysis including bond orders corrected for the
effects of intermolecular interactions in the crystalline state
(from here on: crystal packing effects),n and topological
indices of the bond neighborhood. Exploratory data analysis
was performed by using Hierarchical Cluster (HCA) and
Principal Component Analyses (PCA).39 Parsimonius Mul-
tiple Linear Regression (MLR) and Partial Least Squares
Regression (PLS)39,40 models were built and bond lengths
for some PB-PAHs were predicted satisfactorily. Julg’s
structural aromaticity indexA41,42 was calculated from the
predicted bond lengths. Analogous study of experimental CC,
CN, and CO bond lengths in nucleobases is presented in this
work for the first time. The standard geometry data43 for
the neutral and protonated standard nucleobases (set I), C
(1), HC+ (2), T (3), U (4), A (5), HA+ (6), and G (7) (Figure

2), were used. The geometry data for nonstandard and
modified (natural and synthetic) nucleobases (set II), neutral
and protonated8-31 (Figure 2), were also used. The third
set (set III, the prediction set) comprised nucleobases32-
50 (Figure 2) with simple molecular structure, low quality
crystal structures, or no nucleoside crystal structure. Bond
orders and topological indices were calculated, and the
chemometric analysis was performed as for PB-PAHs.38

Analytical curves,27,29,32,37,38molecular and quantum mechan-
ics methods were employed for bond length calculations also.
HCA and PCA were further applied to select the best
methods to predict nucleobase bond lengths and some
structural aromaticity indices. Quantum and molecular
mechanics calculations on cytidine clusters were performed
in order to deepen the knowledge about the relationships
between intermolecular interactions and molecular properties
of nucleobases. The list of frequently used mnemonics is
provided in Table 1.

2. METHODOLOGY

a. Database Mining. The 1996 nucleic acid geometry
standards by Berman et al.11 and their Internet update43 based
on a survey of high-resolution small-molecule crystal
structures contained in the CSD were the source of experi-
mental bond lengths (the mean bond lengths with standard
errors of the means11) for the standard nucleobases1-7
(Table 2). Crystal structures of the corresponding nucleosides
and their hydrochlorides (ribo- or deoxyribonucleosides,
REFCODEs: CYTIDI02, DOCYTC, THYDIN01, BEURID,
ADENOS01, ADOSHC, GUANSH10) were retrieved from
CSD October 2001 release.44 A list of REFCODEs with
references is in the Supporting Information. The database
mining for the structures containing nucleobases8-31 (Table
2) satisfied the following criteria: crystallographicRe 6.0%,
esds on bond lengthse 0.005 Å, publication yearg 1975,
no disorder nor errors in crystal geometry. Structures of the
following species were not retrieved: free nucleobases;
nucleotides; nucleobases bound to metal; nucleosides without
â-D-ribose orâ-D-2′-deoxyribose; nucleosides with atoms
other than C, H, N, O; nucleosides with other chemical bonds
besides C-C, C-N, C-O, X-H (X ) C,N,O), or with triple
or partial triple bonds. Nucleobases32-50 (Table 2, Figure
2) are simple aromatic and heteroaromatic (N, O) sys-
tems. Only structures of nucleosides RIBFIM, TAWMUZ,
TUPQOK, FUJWOW (Table 1) are available for these
nucleobases. The structures of32-50 did not satisfy the
searching criteriaR factor, esds, and publication year and
were substituted (BENZEN06, CALBOG) or bound to metal
(SURLOG, SIQBAV, SEHXAE, INDYLI). The esdsσexp

for bond lengths were from literature, estimated as the mean
of theσ range (Table 2), or calculated by PLATON.45 Bond
lengths corrected to thermal motion in crystal (libration
correction) were from literature or calculated by PLATON.
Available bond lengths for molecules in gas-phase46 were
also used. The bond lengths for the data retrieved from the
CSD were measured by PLATON or Titan.47 Structure
TUPQOK had no atomic coordinates available, so takingσ
) 0.005 Å and bond lengths g, h, i (Figure 2) from
NAPHTA10, molecular graphics methods for determination
of molecular dimensions48 were applied on Figure 1 from
Kool et al.8

Figure 1. (a) The mean CC bond length (in Å) and (b) the CC
bond length variation (in %) in various (hetero)aromatic classes,
depending on the number fraction of CX (X) N,O) bonds.
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Figure 2. Formulas with the bond numbering for the studied nucleobases atached to ribose (R) or 2′-deoxyribose (D).
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b. Resonance Structures.Resonance structures were
drawn in the light of the Resonance Theory, by means of
chemical knowledge and measuring certain geometrical
parameters: exocyclic substituent parameters (bond lengths,
bond, and torsion angles), and the glycosilic bond parameters
(bond lengths and torsion angles). Based on these measure-
ments, it was assumed that sugar unit, Me bound to
endocyclic N, and some other side groups do not affect the
electron delocalization in the ring. The relevant resonance
structures were drawn with the following assumptions. (1)
There is no hyperconjugation through the glycosilic bond;
(2) The delocalized electrons are from electron-rich groups:
double CO and CC bonds; lone pairs from primary, second-
ary, or tertiary amine N atoms; CH and CO bonds participat-
ing hyperconjugation (as Me- in uracil and-CH2- in its
derivatives); (3) 1-3 Kekuléstructures for neutral molecules
or cations with the positive charge at-NH- were drawn
for each nucleobase in set I+II (Table 2); more Kekule´
structures were drawn for nucleobases in set III. Ionic
resonance structures included one charge separation in the
most cases; double charge separation was for27 and 28
(Table 2); (4) These ionic structures have positive charge at
primary (dN+H2), secondary (dN+H-), or tertiary (dN+-
(R)-) amine N; negative charge at carbonyl O, aromatic N
(-:N-)); and high electron density carbons at the point of
fusion of the rings in purines (Pu). The resonance structures
for pyrimidines (Py)1-4 and Pu5-7 are shown in Figures
3 and 4, respectively; (5) The side chain bonds in9, 13, 16,
23, 25, and26 do not contribute to electron delocalization
(see Figure 2); (6) The carbon atoms at the point of fusion
of the rings in Pu are negatively charged or neutral; (7)
Hyperconjugation exists for CH and CO side chain bonds
perpendicular or significantly inclined to the nucleobase ring.
Such hyperconjugation has been already detected as a
significant deviation of corresponding bond lengths from
X-ray and neutron diffraction standards.49 Thus the measure-

ment of geometrical parameters revealed which resonance
structures are important. Pu nucleobases have in average
more resonance structures (8-17) than Py (4-10), Table 2.
The ionic structures are prevalent and necessary for calcula-
tion of π-bond orders:27,29,30pP was calculated aspP ) Cd/
C, C is the number of all resonance structures, andCd is the
number of structures in where a particular bond appears as
double. Atomic negative charge populationnp was defined
asnp ) Cn/C, Cn is the number of the resonance structures
in which a particular atom is in the electron-rich state. The
electron-rich and electron-poor states are defined for these
atoms: carbonyl O (neutral in CdO and negative in C-O-),
ether O (neutral in-C-O-C and negative in-C-O-...C+),
aromatic N (neutral as-N:) and negative as-:N:--),
aliphatic N (positive asdN+(X)(Y) and neutral as-:N(X)-
(Y)), and tertiary C at point of fusion of the Pu rings (neutral
as-C(X) ) and negative in-:C-(X)-). Cn ) 0 for an atom
with zero nonbonded electrons both in ground and excited
state.Cn ) 1 if unsaturated carbon in a certain structure
becomes saturated due to hyperconjugation. The sum of all
pP andnp around an atom is one. In alternant PAHs Kekule´
structures are sufficient (no charge separation) and the sum
of all pP andnp is one (np ) 0).

c. Bond Length-Bond Force Relationships.Coefficients
a andb from d/Å ) a + b f wheref is the force constant,
and single (s0) and double (d0) bond lengths for CC, CN,
and CO bonds, had to be determined for the HOSE approach.
Data fors0 andd0 were from gas-phase structure determina-
tions46 (Table 3) and (a, b) from Krygowski et al.36 The other
(a, b) set was obtained by LR on bond parameters from
Cornell et al.50 The third (a, b) set was from Dewar and
Gleicher.51 These three (a, b) sets are calledkr, co, anddg
sets (Table 3). The sets are based on works developed by
three independent groups working in different areas (crystal-
lography and structural chemistry,36 semiempirical methods,51

molecular mechanics50) and times (the mid 1960s, mid 1980s,

Table 1. Frequently Used Abbreviations in This Work

abbreviation meaning

Molecules
A, T, G, C, U, HA+, HC+ adenine, thymine, guanine, cytosine, uracil, protonated adenine, protonated cytosine
PAHs fused polycylic aromatic hydrocarbons
PB-PAHs planar benzenoid fused polycyclic aromatic hydrocarbons
Pu, Py purine or purine-like nucleobases, pyrimidine or pyrimidine-like nucleobases
PuC, PyC purine- or pyrimidine-like carbocycles
PuN, PyN purine- or pyrimidine-like N-hetercocycles
PuO, PyO purine- or pyrimidine-like O-heterocycles

Data
NDB The Nucleic Acid Database
PDB The Protein Data Bank
CSD The Cambridge Structural Database

Concepts, Methods, Approaches
esd estimated standard deviation
HOSE The Harmonic Oscillator Stabilizing Energy approach
QSSR Quantitative Structure-Structure Relationship
BLBOR Bond Length-Bond Order Relationship
BLBDR Bond Length-Bond Descriptor Relationship
QSBLR Quantitative Structure-Bond Length Relationship
PHC Pauling harmonic potential curve
PC Principal Component
LR Linear Regression
MLR Multiple Linear Regression
PCA Principal Component Analysis
HCA Hierarchical Cluster Analysis
PCR Principal Component Regression
PLS Partical Least Squares Regression
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Table 2. CSD Crystal Structure and Resonance Structure Data for Studied Nucleobases

nucleobasea NBb sourcec Rd 103 σ/Åd yeard Ce Ke Ie De He Be

1 cytosine Py ref [11] <0.06 1-2 1996 6 1 5 0 0 0
ref [43] <0.06 1-2 2000
CYTIDI02 0.054 1-5 1995

2 protonated cytosine Py ref [11] <0.06 1-2 1996 8 3 5 0 0 0
ref [43] <0.06 1-2 2000
DOCYTCf 0.035 3 1970

3 thymine Py ref [11] <0.06 1 1996 7 1 6 0 2 0
ref [43] <0.06 1-2 2000
THYDIN01 0.044 1-5 1995

4 uracil Py ref [11] <0.06 1 1996 5 1 4 0 0 0
ref [43] <0.06 1 2000
BEURID10f 0.033 3-4 1975

5 adenine Pu ref [2] <0.06 1 1996 10 2 8 0 0 0
ref [43] <0.06 1 2000
ADENOS01 0.024 2 1991

6 protonated adenine Pu ref [11] <0.06 1-2 1996 10 3 7 0 0 0
ref [43] <0.06 1-2 2000
ADOSHCf 0.037 4-5 1973

7 guanine Pu ref [11] <0.06 1-2 1996 10 1 9 0 0 0
ref [43] <0.06 1-2 2000
GUANSH10f 0.036 6 1970

8 hypoxanthine Pu ZOZXOB 0.027 1-2 1996 8 1 7 0 0 0
9 5-methoxymethyluracil Py FUXBIJ01 0.017 1 1994 6 1 5 0 1 2
10 O4-methylthymine Py DOXPOV 0.042 4-6 1986 9 1 8 0 4 0
11 O4-methyluracil Py CEFJUS 0.028 3-5 1983 6 1 5 0 3 0
12 6-propylcytosine Py SECKEQ 0.029 2-4 1998 8 1 7 0 2 2
13 protonated 1,N6-ethenoadenine Pu BIMFIM 0.045 1-5 1984 16 2 14 0 0 8
14 3-deaza-cytosine Py DAZCYT10 0.035 2 1977 4 1 3 0 0 0
15 protonated pseudo-isocytosine Py PSCYTD 0.040 4-5 1980 7 3 4 0 0 1
16 3-methyluracil Py ZAYTIC 0.035 3-4 1995 5 1 4 0 0 1
17 5-methylcytosine Py TALJAR 0.036 3-5 1991 8 1 7 0 2 0
18 1-deaza-adenine Pu DEHQOW 0.039 3-4 1999 9 2 7 0 0 0
19 protonated 3,N4-ethenocytosine Py ETCYTC 0.045 1-5 1976 7 1 6 0 0 0
20 9-deaza-hypoxanthine Pu VOVJIZ 0.042 1-5 1992 9 1 8 0 0 0
21 xanthine Pu CUTVAO 0.039 1-5 1984 10 1 9 0 0 0
22 8-methyl-7-deazaguanine Pu NEDDIJ 0.043 2-3 1997 13 1 12 0 0 0
23 5-cyclohexyluracil Py PULVIB 0.052 1-5 1996 6 1 5 0 1 5
24 5-acetyluracil Py ACURID 0.034 2-4 1980 8 1 7 0 2 0
25 1,3-dimethylxanthine Pu KABVEO 0.042 4-6 1987 10 1 9 0 0 2
26 4-amino-6,7-dihydro-1H,5H-cyclopentapyrimidine-2-one Pu TEJNIF 0.049 4-5 1996 11 1 10 0 4 2
27 N4-5-dimethylcytosine Py SEDQEX 0.036 2-3 1998 10 1 7 2 4 0
28 N6-methyladenine Pu DEFPOT 0.037 3 1985 17 2 9 6 6 0
29 5-hydroxymethylcytosine Py HEVXOV 0.030 2-3 1994 7 1 6 0 1 0
30 5-methoxymethylcytosine Py VEXDOR 0.044 3-4 1990 7 1 6 0 1 0
31 6-methyluracil Py MEDOUR 0.044 3-5 1980 7 1 6 0 2 0
32 cyclopentadienyl PyC SURLOG 0.036 1-5 1995 5 5 0 0 0 0
33 imidazole PyN IMAZOL06 0.026 1 1979 3 1 2 0 0 0

RIBFIM f 0.030 3 1973
34 imidazolinium PyN SIQBAVf 0.043 6-10 1998 5 2 3 0 0 0
35 benzen PyC BENZEN06 0.036 1 1987 2 2 0 0 0 0

TAWMUZ 0.055 3 1996
36 pyrimidine Py PRMDIN01 0.042 2 1979 2 2 0 0 0 0
37 pyrimidinium Py SEHXAEf 0.038 11-30 1997 2 2 0 0 0 0
38 indene PuC CALBOG 0.031 4 1998 4 2 2 0 0 0
39 indenyl PuC INDYLI 0.055 1-5 1975 6 6 0 0 0 0
40 purine Pu PURUREf 0.075 4 1977 8 2 6 0 0 0
41 purinium Pu CLPRCVf 0.040 6-010 1981 7 2 5 0 0 0
42 indole PuN ZIRFOV02 0.050 3-5 1997 4 2 2 0 0 0
43 naphthalene PuC NAPHTA10 0.035 2 1983 3 3 0 0 0 0

TUPQOKf 0.039 13-18 1996
44 pyridinium Py JOZCIK 0.035 3 1992 2 2 0 0 0 0
45 pyridine Py PYRDNA01 0.044 3 1981 2 2 0 0 0 0

FUJWOW 0.031 5 1987
46 benzoimidazole PuN BZIMBF10 0.050 3 1976 6 2 4 0 0 0
47 benzoimidazolinium PuN BZIMBF10 0.050 3 1976 6 4 2 0 0 0
48 p-benzoquinone PyO BNZQUI02f 0.074 3 1978 4 1 3 0 0 0
49 o-benzoquinone PyO OBNZQUf 0.039 2-4 1973 4 1 3 0 0 0
50 phthalimide PuO PHALIM01 0.038 3-4 1992 6 2 4 0 0 0

a The nucleobase name.b TNB: The nucleobase type: Py/Pu, PyC/PuC, PyN/PuN, PyO/PuO. See Table 1.c The CSD retrieval: literature search11,43

and the search in this work (REFCODEs are in italics for data not used in further chemometric analysis).d The quality indices of the crystal
structure data:R, the range of esdsσ, and the year of publication.e The resonance structure data:C - the total number of resonance structures,
K - the number of Kekule´ structures,I - the number of ionic structures with one ion pair,D - the number of ionic structures with two ionic pairs,
H - the number of resonance structures with hyperconjugation,B - the number of bonds not included in the electron delocalization.f The structures
which do not satisfy all the searching criteria.

HETEROAROMATICITY OF NUCLEOBASES J. Chem. Inf. Comput. Sci., Vol. 43, No. 3, 2003791



mid 1990s). It is quite surprising thata correlates extremely
highly with b (corr coeff -0.992) when all the data are
included, sokr, co, anddg are equivalent sets and CC, CN,
and CO bond are instrinsically similar. Cornell et al.
introduced an improved version of AMBER force field,
which was successfully designed primarily for proteins and
nucleic acids.51-54

d. The Extended HOSE Model.The extended HOSE was
reported by Krygowski et al.36 as

whereEk - the HOSE energy of thekth resonance structure;
c - a constant;a1, b1, a2, b2 - empirical constants fromd
- f LR models (Table 3);si, dj - the bond lengths of all the
bonds which appear as single or double, respectively, in the
kth resonance structure;s0, d0 - the standards forkr, co, dg
sets (Table 3);wk - the weight of thekth resonance structure;
andE - the total HOSE energy of the resonance hybride.
Local F77 program55 was used to calculate these quantities

with errors.37 The weighted Paulingπ-bond orderpw was
calculated aspw ) Σlwl where wl are the weights of the
canonical structures in which the bond appears as double.
Using the three setskr, co, and dg, three bond orderspw

(pwkr, pwco, pwdg) were obtained.
e. Molecular Mechanics and Quantum Chemical Cal-

culations.Conformational search and geometry optimization
by Titan at molecular mechanics (MMFF9456), semiempirical
(MNDO,57 AM1,58 PM359), and HF ab initio (6-31G**) level
were peformed on experimental/modeled structures for all
nucleosides.

f. Incorporation of Crystal Packing Effects into Bond
Orders. According to the current knowledge on inter-
molecular interactions recorded in the CSD,60 nucleoside
crystals are built by stronger hydrogen bonds (common and
resonance assisted), weak hydrogen bonds as C-H...X or
X-H...π (X ) C, N, O), interactions not mediated by
hydrogen (asπ...π stacking interactions), and van der Waals
interactions. A few strong directional interactions or many
weak interactions may influence bond length directly as bond
length stretching or indirectly through torsional effects. Even

Figure 3. Resonance structures of nucleobases1 (A), 2 (B), 3 (C), and4 (D) in ribonucleosides. Electrons from double bonds and free
pairs, centers of positive and negative charge are shown. The number and weight of the resonance structures are also given.

Ek ) c[Σi(si - s0)
2(a1 + b1si) + Σj(dj - d0)

2(a2 + b2dj)],

wk ) Ek
-1/(Σk Ek

-1), E-1 ) C-1(Σk Ek
-1)
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strong carbonyl bond suffers bond length change>0.01 Å
due to stronger hydrogen bond.61-63 Weak crystal packing
effects on CC bond lengths in PB-PAHs have beeen
observed38 being<0.01 Å and quantified in a way which is
not applicable for nucleosides. There are two reasons why
to include crystal packing effects for nucleobases. First, in
the case of resonance-assisted hydrogen bonds, there is a
mutual influence of hydrogen bonding and conjugation of
heteroaromatic systems,64 which might not be detected in
bond lengths due to large esds.65 Second, crystal packing
effects on bond lengths in nucleoside crystals, although being
much smaller than intrinsic electron delocalization in the
nucleobase rings, can be statistically significant and deter-
mine the best models for predicting bond lengths.38 Maxi-
mum foreshortening of CC, CN, and CO bond lengths in

structures determined by X-ray diffraction is 0.01 Å.66 In
this work, these foreshortenings are included in variables for
crystal packing effects, and throughout chemometric tech-
niques in large part, if not completely, are eliminated. The
average esd in set I+II is 0.003 Å, which can be used as the
limit for the packing effects. Ass0 - d0 (Table 3) corresponds
to the increment ofpP, ∆p ) 1, 0.002 Å is equivalent to∆p
> 0.01 for crystal packing effects. The minimum HF-
experimental bond length differences in1-7 were assumed
to be 0.005, 0.015, and 0.025 Å for CC, CN, and CO bonds,
respectively, and to increase withn as n-tuple multiples
(Table 3).pwco exhibited practically equal correlation with
experimentald (r ) -0.7092) aspwkr (r ) -0.7087) and
pwdg (r ) -0.7070) and a slightly better fit tod. Comparing
pP andpwco (∆p > 0.01) for bonds in set I+II, a systematic

Figure 4. Resonance structures of nucleobases5 (A), 6 (B), and7 (C) in ribonucleosides. Electrons from double bonds and free pairs,
centers of positive and negative charge are shown. The number and weight of the resonance structures are also given.
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predominant distribution of shortened (pP
- ) pP + ∆p),

lengthened (pP
+ ) pP - ∆p), and unchanged (pP

0 ) pP) bonds
was obtained (Figure 5). The bonds not characterized in
Figure 5 are considered as unchanged (pP

0 ) pP). ForpP
+ <

0, it was setpP ) 0. The Paulingπ-bond order corrected to
maximum packing effects,ps ) pP

-, pP
+ or pP

0, was defined
and applied to BLDORs for set I+II. The bond order
including maximum packing effects,pcr ) pP + ∆p if pwco

- pP > 0.01;pcr ) pP - ∆p if pP - pwco > 0.01;pcr ) pP

if |pwco - pP| e 0.01, was calculated. The average packing
effects were incorporated into bond orderpm, (equal topcr,
with ∆p/2 instead of∆p). pcr and pm, according to their
definition could not be calculated for set III.

g. Other Chemical Bond Descriptors.Q for bond A-B
was defined asQ ) Q(A) + Q(B) whereQ(X) is the atomic
number of atom X. Bond descriptorn was counted as the
number of non-hydrogen atoms directly attached to a
particular bond and shown to be useful in predicting lengths
in PB-PAHs.38

h. Pauling and Gordy Curves.Ratiost ) fd/fs, with force
constantsfs andfd for single and double bond, respectively,
were used for Pauling harmonic potential curves (PHC)27,29

d ) s0 - (s0 - d0)tp/(tp + 1); p ) pP or ps. Regression
Pauling logarithmic curves,67 d ) a + b log(p + 1), and
Gordy’s curves,68 d ) a + b(p)-1/2, p ) pP or ps, were also
studied for CC, CN, and CO bonds. All setskr, co, dg were
used.

i. Exploratory Data Analysis. Data set (pP, pwkr, pwco, pwdg,
pcr, pm, ps, n, Q) was autoscaled. Three analyses were
performed, each one employing only one type ofpw, by using
PCA and HCA39 by means of Pirouette 3.01.69 Weighted
normal varimax rotation was performed on all Principal

Components (PCs) to obtain PCs interpretable in terms of
bond orders,n andQ. Single linkage was used for HCA.

j. Building and Validation of Regression Models.Data
for 309 bonds were autoscaled for PLS and PCR and not
for LR and MLR models. Sets I and I+II were training sets
in 34 regression models which includedn, Q, andπ-bond
orders: only one (pP or ps), two (pP andps), or five (pP, ps,
pcr, pm, pw wherepw ) pwco, pwkr, or pwdg). All the models
were validated by leave-one-out cross-validation procedure.
Three-variable models (p, n, Q) were treated with MLR, PLS,
and PCR (with 3 PCs), giving the same results as theoreti-
cally expected. Models without the variables based on
experimental data (pcr, pm, pw) could be used for prediction
of bond lengths. Other models are useful for discussion on
nucleobase properties. LR and MLR were performed utilizing
Matlab 6.170 and PCR and PLS by Pirouette 3.01.69

k. HCA-PCA Selection Procedures for the Best Predic-
tion Models. To take into account the complexity of finding
the best model for calculating bond lengths, statistical
parameters (the first 15 in Table 4) were calculated.38,71-74

For LR and PHC isk ) 1, and also for molecular and
quantum mechanics results (bond length from a computa-
tional method can be considered as one generated variable).
The average number of C, N, and O atoms that define the
bonds under study (9.55 per nucleobase), multiplied by the
number of parameters required for computational method
(three atomic coordinates and the atom type) and reduced
by 6 (three translational and three rotational degrees of
freedom), givesNV ) 57. This way all models were
compared in terms of their results or common statistical
descriptors. In a previous study75 it has been demonstrated
how HCA and PCA can help to find out the best model, by

Table 3. HOSEa,b and Crystal Packing Correctionc Parameters

∆p

bond s0/Å d0/Å a/104 Pa b/104 Pa n ) 4 n ) 3 n ) 2 n ) 1

CC 1.535 1.339 44.39 -26.02 0.0255 0.0510 0.0765 0.1020
H3C-CH3 H2CdCH2 34.40 -19.86

52.88 -32.23
CN 1.471 1.276 43.18 -25.73 0.0760 0.1026 0.1282 0.1538

H3C-NH2 H2CdN(OH) 25.41 -14.01
57.42 -36.95

CO 1.425 1.208 52.35 -32.88 0.1382 0.1070
H3C-OH H2CdO 41.27 -25.92

60.60 -40.49

a The lengths of single (s0) and double (d0) bonds from gas-phase structure determination of small molecules.46 b The three sets of (a, b) constants
scaled to Pa units (one above the other):kr36 (plain text),co50 (bold), dg51 data set (italics).c Bond order increments51∆p ) c0 (h - n)/(s0 - d0),
c0 is the minimal observed crystal packing effect on CX (X) C,N,O) bond length, andh is a multiplicity constant (h ) 5 for CC, CN;h ) 4 for
CO).

Figure 5. Crystal packing effects observed for Py (left) and Pu (right) in sets I+II. Solid bonds are common for all nucleobases, and wave
bonds just for some. Two possible atom types are in parentheses.
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treating the statistical parameters as molecular descriptors.
Recently,62,63 bond lengths and other structural parameters
were treated by PCA and HCA. This approach was applied
in this work. HCA (single linkage) and PCA (standard and
weighted normal varimax rotated) were performed on auto-
scaled statistical parameters (32× 11 matrix) and bond
lengths (309× 33 matrix). The best models were compared
to analogous LR, MLR, PCR, and PLS models for data for
one bond type (CC, CN, CO).

l. Julg’s and Other Structural Aromaticity Indices.
Julg’s structural aromaticity indexA41,42and its errorσ(A)38

and the average bond length〈d〉 were calculated fromdexp,
dcal, and esds (from the previous 32 models) for1-31. dexp

were not corrected to librational motion due to minor
contribution of libration toA.38 Chemometric analysis of the
three data matrices 31× 32 (for A, σ(A), and〈d〉) and the
matrix 309× 32 (for dexp, dcal) was carried out by means of
HCA-PCA procedure just described, to qualify the heteroaro-
maticity of nucleobases and to establish an additional method
for finding the best prediction model for structural indices
of aromaticity.

m. Molecular and Quantum Mechanics Estimation of
Packing Effects on Nucleobase Aromaticity.It has been
noticed37 that structural and electronic properties significantly
differ for a molecule in a free state and in van der Waals or
charge-tranfer cluster. Krygowski76 observed that hydrogen
bond and other crystal forces significantly affectHOMA
(Harmonic Oscillator Measure of Aromaticity) and other
aromaticity indices. The geometry optimization of molecular
complexes could aid in quantifying these effects. Crystal
structure for this purpose was CYTIDI02, prepared by
PLATON45 as an isolated molecule and as clusters of 2-6
cytidine molecules. The geometry was optimized at MMFF94,
MNDO, AM1, and PM3 level using Titan47 and for dimers
at HF and B3LYP level (6-31G** set) by Gaussian 98.77

The bond lengths of the central molecule were studied in

terms of statistics:∆max, 〈∆〉, σ, 〈∆/σexp〉, ∆HOMA, ∆A
(Table 4). The fourth C residue from the 3′-terminus in
B-DNA double helix 5′-d(CpCpApGpTpApCpTpGpG)-3′
retrieved from NDB12 (structure BD0023:78 R ) 10.5%, res.
0.74 Å) was compared with C from CYTIDI02 and from
the ab initio geometry optimized dimers.

3. RESULTS AND DISCUSSION

a. Database Mining Results.The standard nucleobases
1-7 (set I) were retrieved from CSD as well as 24 high
precision crystal structures of natural and synthetic nucleo-
bases in nucleosides (set II). Nineteen nucleosides (set III)
were retrieved as crystal structures of nucleobases; 13 are
high precision structures. Four of them are in the form of
crystal structures of nucleosides, from which only two are
of high quality (TAWMUZ and FUJWOW, Table 2).
Seventeen from 50 nucleobases have bond length data
corrected to libration motion in crystal. Gas-phase data were
found only for three nucleobases (32, 35, 37). Nucleobases
1-31 have 2-5 nitrogen and 0-3 oxygen atoms participat-
ing π-electron delocalization, being similar to triaza-PAHs
and oxi-PAHs. There are 21 Pu (set I: 3; set II: 9; set III:
9) and 29 Pu nucleobases (set I: 4; set II:15; set III:10). Set
III consists of five carbocycles (PyC, PuC), 4N- (PyN, PuN)
and threeO-heterocycles (PyO, PuO), neutral and protonated
purine and pyrimidine. Altogether there are 463 delocalized
bonds (set I: 87; set II: 222; set III: 154), from which 188
are CC (set I: 20; set II: 66; set III: 102), 231 CN (set I:
57; set II: 128; set III: 46), and 44 CO (set I: 10; set II:
28; set III: 6), normally distributed around their means. High-
precision CC bond lengths in set I+II are characterized by
relatively large variation (12%) and mean (1.409 Å). Nucleo-
bases are differentiated from aza-PAHs series and picrates
due to these characteristics (Figure 1a,b). Thus the high
exocyclic CX (X) N,O) and endocyclic CN bond fraction
causes enhanced bond length alternation and the decrease

Table 4. Statistical Parameters Used in This Work

parametera symbol expressionb

maximum bond length deviation ∆max ∆max ) |dexp - dcal|max

average bond length deviation 〈∆〉 〈∆〉 ) 1/N Σi |dexp,i - dcal,i|
average deviation-error ratio 〈∆/σexp〉 〈∆/σexp〉 ) 1/N Σ i (|dexp,i - dcal,i|/σexp,i)
LR coefficients a, b dcal/Å ) a + b dexp/Å
minimum LR/MLR t-parameter t [ci/σ(ci)]min

correlation coefficient from calibration R R2 ) 1 - Σi (dcal,i - dexp,i)2/Σi (dexp,i - 〈d〉)2

correlation coefficient from validation Q Q2 ) 1 - Σi (dval,i - dexp,i)2/Σi (dexp,i - 〈d〉)2

PRESS for calibration pressc pressc) Σi (dcal,i - dexp,i)2

PRESS for validation pressv pressV ) Σi (dval,i - dexp,i)2

standard error of calibration SEC SEC) [pressc/(N - k -1)]1/2

standard error of validation SEV SEV) [pressV/(N - k -1)]1/2

weighted F-ratio F F ) R2 (N - k -1)/[k(1 - R2)]
weighted FIT parameter FIT FIT ) R2 (N - k -1)/[(N + k2)(1 - R2)]
true no. of variables and parameters NV NV ) 1, 4, 57 ork
standard deviation of bond lengths σ σ2 ) Σi (di - 〈d〉)2/(N - 1)
HOMA deviation ∆HOMA ∆HOMA ) |HOMAexp - HOMAcal|
average bond length 〈d〉 〈d〉 ) 1/N Σi di

Julg’s index A ref 36
Julg’s index error σ(A) ref 37
Julg’s index deviation ∆A ∆A ) |Aexp - Acal|

a PRESS- Predictive Residual Error Sum of Squares; HOMA- Harmonic Oscillator Measure of Aromaticity, see text.b Other symbols:dexp,
dcal, dval, di - experimental, calculated from calibration, calculated from validation, and any bond length, respectively;σexp - experimental esd;ci,
σ(ci) - any regression coefficient from LR or MLR and its statistical error, respectively;N - the number of bonds;k - the number of parameters:
being 1 for PHC and LR, molecular and quantum mechanics (calculated bond length considered as one generated variable);NV equals to 4 for
PHC, 57 for molecular and quantum mechanical models, andk for other models;Aexp, Acal - experimental and calculated Julg’s index. The error
of is defined asσ(∆A) ) (σ(Aexp)2 + σ(Acal)2)1/2.
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of π-electron delocalization with respect to aza-PAHs.
Similarly, the CO and CN bond length variation (10% and
11%, respectively) is greater than those in aza-PAHs and in
picrates. Two bond lengthsd1 andd2 from crystal structure
are considered not to be significantly different (or to be
“equal”) at 0.99 probability level (normal distribution of bond
lengths in crystal is assumed) ifq ) |d1 - d2|/[σ2(d1) +
σ2(d2)]1/2 < 2.58, andσ(d1) andσ(d2) are esds ford1 andd2,
respectively.79 In general, due to underestimated esds,q <
5.0 is recommended.65 No difference can be observed
between bond lengths from Berman et al. in 199611 and
199943 (set I, Table I in Supporting Information). Significant
differences exist between these surveys and nucleoside crystal
data (CYTIDI02, DOCYTC, THYDIN01, BEURID, AD-
ENOS01, ADOSHC, QUANSH10) mainly due to substitu-
tion effects. The maximum observed thermal corrections in
set I-III are 0.003, 0.005, and 0.012 Å for CC, CN, and
CO bonds, respectively, larger than in PB-PAHs (0.003 Å38).
The both length shortening/lengthening between benzene/
pyridine and their ribonucleosides can be also observed
(Table 1 in Supporting Information). Bond lengths in gas-
phase differ from those from X-ray diffraction for cyclo-
pentadienyl. Crystal packing effects cannot be statistically
observed in every case, contrary to substitution effects.

b. Data Set Degeneration and Correlation Statistics.
LR Models. CC, CN, and CO bonds in PB-PAHs, aza-PAHs,
and picrates32,35,38 exhibit degeneracy i.e. the phenomenon
that a certain value of a bond descriptor corresponds to
significantly different values of experimental bond lengths.
Bonds with such property form a degenerative group.
Introducing crystal packing effects aspcr, topological indices
n, m (the number of benzenoid rings around a particular
bond) andl (the number of neighboring atoms around those
defined byn), the degeneracy in PB-PAHs was substantially
reduced. The degeneracy in nucleobases (Tables I-III in
Supporting Information) can be observed also. If degenera-
tion groups with more than five bonds are considered, 82%
CO, 87% CC, 94% CN bonds belong to only 10, 17, and 27
such groups. CO bonds are rather short (partially double to
double), becausepP ) 0.43-0.80. CC bonds are concentrated
in quite a broad region, varying from pure double to pure
single bond (pP ) 0.10-0.80). The variation of CN bonds
is also large (pP ) 0.08-0.88). The degenerations mainly
occur at partial double to single bonds (CO), double to partial
double (CC), or with no preference (CN). Crystal packing
corrections in bond orders reduce although do not eliminate
the degeneracy. There is also degeneracy of bond lengths
with respect to other descriptors: 45%, 24%, 30%, 1% bonds
haven ) 4, 3, 2, 1, respectively; 28%, 60%, and 12% bonds
correspond toQ ) 12, 13, and 14, respectively.

The correlation analysis for BLBDRs (Table 5) confirms
the findings of the degeneracy analysis. In general, pro-
nounced degeneracy corresponds to low correlation. Among
all pw orders none is preferred.pm is less correlated tod
thanpcr andps. Q-d relationship has the highest correlation.
Sets I and II do not differ in correlation coeffiecients (except
for pP andn, Table 5), which enables them to be treated as
one set. Set III shows lower correlations systematically, due
to low quality data and heterogenicity.pP, n, andpcr for PB-
PAHs were higher correlated tod than for nucleobases:
-0.895 (pP), -0.929 (pcr), and 0.735 (n). Table 3 contains
also the correlation coeffiecients regarding only CC, CN,
and CO bonds from set I+II. None of the coefficients is
greater than 0.84, while they reached 0.94 for PB-PAHs.38

From the correlation analysis emerge multivariate QSBLR
models instead of LR models.

c. Exploratory Data Analysis. Bond Classification.
Figure 6 shows distribution of bond type (referring toQ),
crystal packing (counting for thepwco - pP difference) and
neighborhood effects (included inn) on bond lengths. Three
distinct regions pertaining to CC (gray), CN (green), and
CO bonds (yellow) are visible. The CC-CN and CN-CO
mixing is mostly due to formally single bonds participating
in hyperconjugation: two CO (Figure 2: e in10, and d in
11) including ether oxygen and two CN bonds (Figure 2: f
in 27, h in 28) where N is monomethylated. Most of the
data for these three bond types are arranged along straight
to slightly curvilinear lines. The exceptions are formally
single CC bonds (ranging from 1.484(3) to 1.513 (4) Å)
participating in hyperconjugation: all CH3-Csp2, CH2-Csp2,
and CH-Csp2base-substituent bonds or bonds in substituents.
The distribution of crystal packing effects in Figure 6 exhibits
high concentration of bond shortening cases at medium to
high bond orders (>0.4, blue), bond lengthenings at low bond
orders (0-0.25, red), and uniform distribution of bonds
without correction for crystal packing effects at medium and
low bond orders (purple). The major mixing area is at the
bond orders 0.25-0.4. The neighborhood also influences
bond lengths. The two longest CN bonds haven ) 1 (× in
Figure 6), which is in accordance with the chemical structures
in Figure 2. It can be observed that all formal double CO
bonds (i.e. all CO bonds except the two longest ones) have
n ) 2 (marked as+ in Figure 6) as well as formal double
CN and CC bonds (in this way represented in Kekule´
structures in Figure 2) at high bond orders (> 0.6), formal
single CN bonds in the mentioned mixing area, and half of
the longest CC bonds influenced by hyperconjugation. There
is a great mixing of CC and CN bonds havingn ) 3 andn
) 4 over large bond order range (0-0.6); atpwco > 0.6 there
are only bonds withn ) 3. These relationships between bond

Table 5. Correlation Statistics for Nucleobasesa

descriptor Set I Set II Set III Set I+II Set I+II (CC) Set I+II (CN) Set I+II (CO)

pP -0.634 -0.657 -0.443 -0.653 -0.812 -0.736 -0.546
pwkr -0.705 -0.710 -0.650 -0.709 -0.833 -0.806 -0.799
pwco -0.704 -0.711 -0.649 -0.709 -0.837 -0.806 -0.799
pwdg -0.704 -0.708 -0.646 -0.707 -0.839 -0.804 -0.797
pcr -0.713 -0.706 -0.550 -0.706 -0.836 -0.823 -0.718
pm -0.686 -0.690 -0.510 -0.689 -0.826 -0.800 -0.648
ps -0.711 -0.709 -0.416 -0.708 -0.837 -0.759 -0.568
n 0.596 0.479 0.420 0.502 0.0229 0.467 -
Q -0.750 -0.756 -0.688 -0.754 - - -

a Nonexisting when a descriptor has only one or two distinct values.
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orders, bond type, and bond neighborhood are reflected in
correlation coefficientsr between the bond descriptors. Bond
orders highly correlate with each other (r > 0.94), weakly
to moderately withn (r ) -0.48 to-0.54), and weakly with
Q (r ) 0.17 -0.24). There is also weak to moderate
correlation betweenQ andn (r ) -0.403). Descriptors for
PB-PAHs exhibited similar correlations: high between bond
orders (r > 0.99) and weak to moderate between the bond
orders and topological indices (n, m, l; r ) -0.33 to-0.64),
but much higher correlations between topological indices
(r ) 0.84-0.92) than it is betweenQ andn. PCA analysis
could show some similarities between PB-PAHs and nucleo-
bases. Varimax rotated PCA on autoscaled data for PB-
PAHs38 (pP, pcr, n, m, l) gave the first three PCs explaining
98.93% of the total variance. The main contribution for PC1
comes from the topological indices (sum of the loading
coefficient squares reaches 95%), PC2 is mainly a linear
combination of the bond orders (86% contribution), and PC3
is practically depending only onn (94% contribution).
Furthermore, PC1 highly correlates with the topological
indices (r > 0.8), PC2 correlates with the bond orders (r >
0.95), and the highest correlation of PC3 is withn (only r )
0.45). On the other side, experimental bond lengths have
very weak (0.16), moderate to weak (0.42), and high (-0.83)
correlation with PC3, PC1, and PC2, respectively. Varimax
rotated PCA for set I+II (Table 6) shows that the first three
PCs contain 98.82% of original data, similarly to PB-PAHs.
Moreover, the contribution of bond orders (pP, pwco, pcr, pm,
ps) to PC1 is almost exclusive (97%). Indicesn (topological)
and Q (electrotopological) have the major contribution to

PC2 (94%,Q) and PC3 (82%,n). Extremely high correlation
of the bond orders with PC1 (r > 0.97) andQ with PC2
(-0.98) andn with PC3 (0.91) just confirms these findings.
dexp correlates moderately to PC1 (-0.64) and PC2 (0.67)
and weakly to PC3 (0.14). The only significant difference
between the PAHs and the nucleobases is that the main PC1/
PC2/PC3 characteristic is topological/electronic/topological
for the PAHs and electronic/electrotopological/topological
for nucleobases. In both cases PC3 is determined byn
describing the closest bond neighborhood. The substituent
effects in nucleobase provoke minor sterical and substantial
electronic effects. In PB-PAHs consisting only of hydrogen
and sp2 carbon, the arrangement of fused hexagons is the
main factor determining topology and being predominant to
electronic effects. That is why topological indices have
always been working well for PAHs in general, in BLBOR,
and other theoretical studies.80 3D scores plots for PB-PAHs
and nucleobases (Figure 7) reveal more properties in com-
mon. CC bonds in PAHs were classified as 12 distinct groups
depending on the values of the topological indicesn, m, l
(Figure 7A). The number of these groups in PB-PAHs is
theoretically the number of bond types that can be obtained
by drawing molecular fragments around a particular bond.
For nucleobases, the number of bond types is theoretically
10 (see Table 3 for crystal packing correction parameters).
From there, one group is not present in set I+II neither in
set III: CO bond withn ) 1, in functional group H2N(H) -
C ) X, (X ) C,N). There are 3 groups of CC bonds, 4
groups of CN bonds, and 2 of CO bonds (Figure 7C) in
nucleobases. Numbers 12 and 10 are based on atomic

Figure 6. Weightedπ-bond orderpwco vs experimental bond lengthdexp (set I+II). Bond types, crystal packing, and neighborhood effects
are showed by distinct colors and symbols.

Table 6. Varimax Rotated PCA Results for the Training/Validation Set (Set I+II)

PC % variance % cum. var pP pwco pcr pm ps n Q

PC1 69.77 69.77 -0.441 -0.441 0.442 0.445 0.435 -0.160 0.054
PC2 14.62 84.39 -0.029 -0.063 -0.069 -0.052 -0.092 0.209 -0.967
PC3 14.43 98.82 -0.162 -0.165 -0.165 -0.165 -0.204 0.907 -0.168
PC4 0.49 99.31 0.809 -0.116 -0.567 0.022 -0.103 -0.004 -0.004
PC5 0.41 100.00 -0.150 -0.233 -0.205 -0.189 0.919 -0.009 0.014
PC6 0.29 100.00 -0.078 0.874 -0.381 -0.261 -0.133 -0.001 -0.001
PC7 0.00 100.00 0.148 0.026 0.629 -0.763 0.002 0.000 0.001
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properties (valence, hybridization, atomic electron structure,
atomic size, etc.) responsible for formation ofπ-bonds. The
groups can be better viewed in Figure 7B,D, as parallel lines
containing at least two bonds. The crystal packing effects
show pronounced regularity in these plots; even not presented
in all groups, bond lengthening/shortening occurs at low/
high bond orders in both PB-PAHs and nucleobases. All the
discussion on PCA results for nucleobases included onlyco
data;kr anddgdata exhibit practically the very same trends.
Even including the prediction data set (set III), thus compris-
ing 463 bond lengths, the varimax rotated PCA results are
very much similar to the previous ones (with anypw), which
confirms that the studied properties of nucleobases are in
common for all three data sets. Moreover, if varimax rotated
PCA is performed using the data from set I (67 bonds, Table
1), the results are almost identical to those for set I+II (3PCs
account for 98.95% total variance). Only the scores matrix
shows the absence of groups I and VI (Figure 7C and D),
because nucleobases1-7 do not possess bonds-NH-CH3

and-O-CH3.
HCA results (single linkage method) for set I+II are

briefly summarized in Figure 8. The PAHs-nucleobases
paralelism from PCA is reconfirmed. Comparing the sample

dendograms with the 3D scores plots (Figure 7), one can
notice three “layers” containing 2-4 rows (groups of bonds,
just discussed in PCA). In PAHs (Figure 7A) groups I-III
make the bottom layer, then IV, V, and VII are in the middle
layer, and the other groups are in the top layer. The
dendogram (Figure 8A) consists of the cluster I-III and
subcluster IV, V, and VII (similarity index> 0.6), while
the rest are in a few subclusters. The nucleobase 3D scores
space (Figure 7C) contains groups I-II in the bottom layer,
III -VI in the middle, and VII-IX in the top layer.
Analogously, the corresponding dendogram (Figure 8B)
consists of well-defined subclusters (I, II), a big subcluster
(it contains III-VI as four further subclusters), and the rest
is in another subcluster (VII-IX). It is interesting to note
that n in PB-PAHs andQ in nucleobases have similar
function, to separate the data into the scores layers, while
other classificatory variables (topological indices) spread the
layers into distinct lines. Finally, inside each line are the
bonds with the same neighborhood, so the electronic effects
are the major factor to determine the bond length for these
bonds. HCA dendogram for variables (Figure 8C,D) basically
agrees with the PCA results. Bond orders, due to high
correlation between each other (similarity index≈ 0.9), make

Figure 7. 3D scores plots for PB-PAHs and nucleobases. Groups of bonds (rows of points) projected perpendicularly to the plane of paper,
are visible as points in A and C, and are marked with the group number (roman numerals) and with integer descriptors: A:nml for
PB-PHs; B: Qn for nucleobases. Crystal packing effects, with the same coloring as in Figures 5 and 6, are presented in B and D. The
coordinate systems with original axes (p - bond orders) are qualitatively oriented.
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a cluster for the PAHs and distinct subcluster for nucleobases.
Topological indices, although forming another cluster for the
PAHs, are not so much correlated (similarity index< 0.8)
which accounts for two PCs originated from these descrip-
tors. In the case of nucleobases,Q andn even do not belong
to the same cluster (similarity index zero). These differences
in behavior of nonbond order descriptors between the PAHs
and nucleobases can explain why there are two PCs (PC2
and PC3, Table 3) coming basically from one such descriptor
in the case of nucleobases, and only one PC (PC3) is formed
from a topological variable in PCA for PB-PAHs. There is
no significant difference in orientation of original variables
and new PC axes in the scores space for nucleobases (see
Figure 7B). For PB-PAHs, the two coordinate systems are
substantially different in orientation and dimensionality
(Figure 7D). Besides compressing the bond order data into
one PC, PCA also reduced the number of topological indices
(3) into two main PCs for PB-PAHs. For nucleobases, this
reduction did not occur since there were only two topological/
electrotopological variables. HCA results are practically the
same or not substantially different ifkr or dgdata are applied,
and even if sets I and I+II+III are considered. This fact
supports the conclusion that stuctural, topological, and

electronic propeties of nucleobases, expressed through bond
length data, are intrinsic characteristics of this class of
compounds.

d. Finding the Best Prediction/Calculation Models by
Means of PCA-HCA. In previous work38 LR, MLR, and
PLS models were constructed to predict CC bond lengths in
PB-PAHs. A few parameters were calculated to validate the
models and to propose the best, simplest, and the most
appropriate:R, andQ, SEV, ∆/σexp. PLS model using three
PCs and five bond descriptors (pP, pcr, n, m, l) was proposed.
LR equationsd/Å ) a + bf(x), wheref(x) ) x, ln(x + 1), or
(x + 1)-1/2 and x ) pP or ps, clearly showed thatpcr is
preferred. By introducing crystal packing effects,〈∆〉 and
SEVdecreased by 0.003 Å,R increased by 3%, and〈∆/σ〉
became less than 2.58. There was no preference for linear,
Pauling’s log, or Gordy’s equation. The Pauling analytical
curves employingkr, co, and dg data, andpP or ps are
systematically inferior to the LR models. One would expect
such trends for nucleobases also. In Table 7 there are 50
models for prediction and calculation of CC, CN, and CO
bond lengths in set I+II, presented by 15 statistical param-
eters for analytical (Pauling harmonic potential curves, PHC),
LR (simple, Pauling and Gordy equations), MLR, PCR, and

Figure 8. HCA dendograms for samples (A, B) and variables (C, D) for PB-PAHs and nucleobases (pwco, set I+II). The groups from the
3D PCA scores plots are marked in the same way, addings (for short bonds) andl (for long bonds) for subgroups of VII and X (PB-PAHs)
and VIII and IX (nucleobases).
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Table 7. Statisticsa,b for Modelsc for Calculation/Prediction of CC, CN, and CO Bond Lengths in Nucleobases

no bond descriptors setd method
∆max/

Å
〈∆〉/
Å

〈∆/
σexp〉 a/Å b t F FIT R2

SEC/
Å

pressc/
Å2 Q2

SEV/
Å

pressV/
Å2 NV

1 pP I+II LR 0.136 0.037 16.21 0.780 0.42615.11 228 0.74 0.426 0.048 0.7080.418 0.048 0.718 1
2 ps I+II LR 0.128 0.035 15.72 0.679 0.50117.54 308 0.99 0.501 0.045 0.616 0.493 0.045 0.625 1
3 pP I+II LR, P 0.135 0.037 16.40 0.784 0.42415.03 226 0.73 0.424 0.048 0.7100.416 0.048 0.720 1
4 ps I+II LR, P 0.130 0.036 16.08 0.704 0.48316.93 287 0.93 0.483 0.046 0.6380.476 0.046 0.647 1
5 pP I+II LR, G 0.136 0.037 16.49 0.788 0.42114.94 223 0.72 0.421 0.048 0.7140.413 0.049 0.724 1
6 ps I+II LR, G 0.132 0.037 16.27 0.720 0.47116.53 273 0.88 0.471 0.046 0.6530.463 0.046 0.662 1
7 pP I+II PHC, co 0.105 0.055 25.27 0.404 0.741 51 0.16 0.141 0.059 1.059 4
8 ps I+II PHC, co 0.114 0.058 26.83 0.276 0.838 18 0.06 0.054 0.062 1.167 4
9 pP I+II PHC, kr 0.105 0.050 22.73 0.412 0.731 120 0.39 0.281 0.054 0.887 4
10 ps I+II PHC, kr 0.114 0.053 24.61 0.279 0.833 69 0.22 0.184 0.057 1.006 4
11 pP I+II PHC, dg 0.089 0.033 14.63 0.279 0.815 516 1.67 0.627 0.039 0.460 4
12 ps I+II PHC, dg 0.114 0.038 17.48 0.141 0.922 315 1.01 0.506 0.045 0.609 4
13 pP, ps, n, Q I MLR 0.062 0.013 10.31 0.125 0.908 0.59 153 7.36 0.908 0.018 0.018 0.886 0.019 0.023 4
E 0.104 0.017 7.15 0.245 0.817 441 5.43 0.853 0.024 0.018
14 pP, ps, n, Q I+II MLR 0.092 0.017 7.27 0.180 0.868 1.09 499 6.14 0.868 0.023 0.163 0.863 0.024 0.170 4
15 pP, ps, pcr, pm, pwco, n, Q I MLR, co 0.065 0.010 8.00 0.080 0.941 0.21 134 8.09 0.941 0.014 0.012 0.918 0.017 0.016 7
E 0.606 0.017 8.04 0.199 0.849 62 1.22 0.592 0.041 0.503
16 pP, ps, pcr, pm, pwco, n, Q I+II MLR, co 0.080 0.015 6.15 0.133 0.902 0.20 398 7.78 0.902 0.020 0.120 0.807 0.028 0.238 7
17 pP, ps, pcr, pm, pwkr, n, Q I MLR, kr 0.066 0.010 8.07 0.081 0.940 0.15 132 7.94 0.940 0.014 0.012 0.916 0.017 0.017 7
E 0.596 0.017 8.02 0.200 0.848 65 1.27 0.601 0.040 0.492
18 pP, ps, pcr, pm, pwkr, n, Q I+II MLR, kr 0.082 0.015 6.18 0.135 0.901 0.18 391 7.65 0.901 0.020 0.122 0.804 0.028 0.242 7
19 pP, ps, pcr, pm, pwdg, n, Q I MLR, dg 0.061 0.010 8.03 0.079 0.942 0.27 137 8.24 0.942 0.014 0.012 0.920 0.016 0.016 7
E 0.592 0.017 8.01 0.199 0.845 66 1.29 0.606 0.040 0.486
20 pP, ps, pcr, pm, pwdg, n, Q I+II MLR, dg 0.083 0.015 6.16 0.133 0.902 0.13 397 7.76 0.902 0.020 0.121 0.802 0.029 0.244 7
21 pP, n, Q I AllR 0.078 0.014 11.53 0.177 0.869 0.73 139 5.500.867 0.020 0.026 0.843 0.022 0.031 3
E 0.114 0.018 7.33 0.245 0.817 547 5.17 0.843 0.025 0.019
22 pP, n, Q I+II AllR 0.097 0.018 7.45 0.200 0.853 1.93 589 5.56 0.853 0.024 0.182 0.848 0.025 0.188 3
23 ps, n, Q I AllR 0.065 0.013 10.22 0.128 0.905 0.45 201 7.93 0.905 0.017 0.019 0.886 0.019 0.023 3
E 0.105 0.017 6.97 0.234 0.825 616 5.81 0.858 0.024 0.017
24 ps, n, Q I+II AllR 0.091 0.017 7.30 0.181 0.867 3.25 664 6.27 0.867 0.023 0.164 0.863 0.024 0.169 3
25 pP, ps, n, Q I PCR(3) 0.071 0.01310.37 0.145 0.892 - 174 6.87 0.892 0.019 0.021 0.871 0.020 0.026 3
E 0.109 0.017 6.90 0.232 0.827 605 5.71 0.856 0.024 0.018
26 pP, ps, n, Q I+II PCR(3) 0.093 0.017 7.25 0.182 0.867 - 657 6.19 0.866 0.023 0.165 0.863 0.023 0.170 3
27 pP, ps, pcr, pm, pwco, n, Q I PCR(3),co 0.069 0.012 9.50 0.127 0.906 - 203 8.02 0.906 0.018 0.019 0.887 0.018 0.022 3
E 0.102 0.016 6.44 0.215 0.839 696 6.56 0.873 0.023 0.157
28 pP, ps, pcr, pm, pwco, n, Q I+II PCR(3),co 0.087 0.016 6.80 0.162 0.881 - 753 7.11 0.881 0.022 0.147 0.877 0.022 0.152 3
29 pP, ps, pcr, pm, pwkr, n, Q I PCR(3),kr 0.069 0.012 9.49 0.127 0.906 - 202 8.01 0.906 0.018 0.019 0.887 0.018 0.022 3
E 0.102 0.016 6.46 0.215 0.839 694 6.55 0.872 0.023 0.158
30 pP, ps, pcr, pm, pwkr, n, Q I+II PCR(3),kr 0.087 0.016 6.81 0.162 0.881 751 7.08 0.881 0.022 0.147 0.877 0.022 0.152 3
31 pP, ps, pcr, pm, pwdg, n, Q I PCR(3),dg 0.068 0.012 9.46 0.126 0.907 205 8.09 0.907 0.018 0.018 0.888 0.018 0.022 3
E 0.102 0.016 6.44 0.214 0.840 698 6.58 0.873 0.023 0.157
32 pP, ps, pcr, pm, pwdg, n, Q I+II PCR(4),dg 0.083 0.016 6.76 0.156 0.886 588 7.23 0.886 0.020 0.141 0.881 0.022 0.147 4
33 pP, ps, n, Q I PLS(3) 0.069 0.01310.29 0.141 0.896 180 7.12 0.896 0.018 0.021 0.874 0.019 0.025 3
E 0.107 0.017 6.90 0.230 0.828 614 5.79 0.858 0.024 0.175
34 pP, ps, n, Q I+II PLS(3) 0.093 0.017 7.25 0.182 0.867 657 6.19 0.867 0.023 0.165 0.861 0.024 0.171 3
35 pP, ps, pcr, pm, pwco, n, Q I PLS(4),co 0.060 0.011 8.47 0.091 0.933 215 10.38 0.933 0.015 0.013 0.914 0.016 0.017 4
E 0.087 0.015 6.17 0.215 0.839 588 7.23 0.886 0.022 0.141
36 pP, ps, pcr, pm, pwco, n, Q I+II PLS(4),co 0.078 0.015 6.22 0.134 0.901 695 8.55 0.901 0.020 0.122 0.897 0.020 0.128 4
37 pP, ps, pcr, pm, pwkr, n, Q I PLS(4),kr 0.061 0.011 8.43 0.092 0.932 212 10.26 0.932 0.015 0.013 0.913 0.016 0.017 4
E 0.088 0.015 6.17 0.216 0.838 582 7.16 0.885 0.022 0.142
38 pP, ps, pcr, pm, pwkr, n, Q I+II PLS(4),kr 0.078 0.015 6.24 0.136 0.900 683 8.41 0.900 0.020 0.123 0.895 0.021 0.130 4
39 pP, ps, pcr, pm, pwdg, n, Q I PLS(4),dg 0.059 0.011 8.45 0.088 0.935 224 10.78 0.935 0.015 0.013 0.917 0.016 0.016 4
E 0.089 0.015 6.16 0.213 0.840 595 7.32 0.887 0.022 0.140
40 pP, ps, pcr, pm, pwdg, n, Q I+II PLS(4),dg 0.081 0.015 6.23 0.134 0.902 696 8.56 0.902 0.020 0.121 0.897 0.020 0.128 4
41 dcal I MMFF 0.066 0.015 11.61 -0.050 1.040 370 5.43 0.850 0.021 0.030 57
42 dcal I+II MMFF 0.190 0.021 8.30 -0.002 1.004 807 2.60 0.724 0.033 0.340 57
43 dcal I MNDO 0.073 0.031 24.75-0.194 1.165 89 1.31 0.578 0.036 0.084 57
44 dcal I+II MNDO 0.080 0.030 13.44 -0.313 1.116 721 2.33 0.701 0.035 0.368 57
45 dcal I AM1 0.080 0.031 24.90-0.032 1.046 92 1.35 0.585 0.036 0.081 57
46 dcal I+II AM1 0.080 0.028 12.78 0.081 0.960 836 2.70 0.731 0.033 0.331 57
47 dcal I PM3 0.081 0.033 26.62-0.186 1.160 66 0.97 0.502 0.040 0.099 57
48 dcal I+II PM3 0.086 0.031 14.02-0.082 1.081 603 1.94 0.662 0.037 0.416 57
49 dcal I HF 0.044 0.01411.10 -0.266 1.192 567 8.34 0.897 0.018 0.020 57
50 dcal I+II HF 0.052 0.014 6.35 -0.229 1.164 3646 11.76 0.922 0.018 0.096 57

a Statistical parameters (see Table 4).b Bold values of the statistical parameters are out of acceptable limits:∆max e 0.100 Å; 〈∆〉 e0.030 Å;
〈∆/σexp〉 g 2,58; |a| e 0.3 Å; |1 - b| e 0.3 Å; t g 2.58;F g 400;FIT g 7.00;R2 g 0.500;SECe 0.030 Å;pressce0.200 Å2; Q2 g 0.400;SEV
e 0.040 Å;pressV e 0.300 Å2. c The models: LR- simple (x), Pauling (P) and Gordy (G) log curves; PHC- PHC withco, kr, dg data set; MLR,
PCR, PLS- MLR, PCR and PLS regressions with the number of PCs in brackets, and used data setsco, kr or dg; AllR - MLR, PCR, PLS
regressions applied with the same results; MMFF- the molecular mechanics calculation; MNDO, AM1, PM3- semiempirical MNDO, AM1 and
PM3 calculations; HF- ab initio Hartree-Fock calculation.d The training set or the set which was used to calculate the statistical parameters. The
regression models with set I as the training set were used to calculate bond lengths for set I+II, and the corresponding statistical parameters (except
for validation) are in lines marked with E (extended).
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PLS, molecular mechanics (MMFF94), semiempirical
(MNDO, AM1, PM3), and ab initio (HF 6-31G**) models.
A brief look at the statistical parameters shows that their
variations are larger than of those for PB-PAHs.38 〈∆/σexp〉
hardly approaches the limit 5.0 (range 6.2-26.8). Most of
the correlations between the parameters are not high (0.42-
1.00 excludingNV). It is not possible to find out the best
model(s) by visual inspection of Table 7, where bold values
denote not satisfied criteria. Should I or I+II be the training
set? The PCA analysis revealed that two bond types (I and
VI, Figure 7) exist in set II but not in set I. This fact is not
in favor to use I as the prediction set. The statistical
parameters, including those when set I was the training set
and set II the training set (marked with E in Table 7), do
not show clearly that models with I+II are better than models
with I as the training set. High correlations amongπ-bond
orders with those including crystal packing effects (set
I+II: 0.97-1.00) result in practically no significant im-
provement ifpcr, ps, pm, andpws are added to the data set
(pp, ps, n, Q). In fact, there are five data sets which can be
used to find the best prediction/calculation models by means
of chemometrics: (a) statistical parameters for I+II data set,
X(statistical parameters) 11, models ) 32); (b) dcal

compared todexp, X(bond lengths) 309, experiment+
prediction models) 33); (c) calculated Julg’s aromaticity
index Acal (referred to Py six-membered and Pu nine-
membered rings) and compared to experimentalAexp,
X(nucleobases) 31, experiment+ prediction models) 33);
(d) 〈d〉 calculated and experimental (calculated for the same
rings asA), X(nucleobases) 31, experiment+ prediction
models) 33); (e) the standard deviation forAcal andAexp,
X(nucleobases) 31, experiment+ prediction models) 33).
PCA and HCA results (Figures 9-11) enable one to see
which models are the best and where are the simplest models
24, 26, and 34. One model or data should be a reference.
For case (a) (Figure 9) it is the HF model, for cases (b)
(Figure 10A), (c) (Figure 10B), and (d) (Figure 10C) it is
the experimental data. Case (e) (Figure 10D) is peculiar, as
the best model should have the minimumσ(A); it is observed
that model 7 has this minimum, while computational models
were the worst ones. PCA and HCA reflect intrinsic
properties of various methodologies and their applicability
for bond length calculation in set I+II, grouping those of
the same nature into small clusters. PC1 describes only 53.2-
87.5% of the total variance, while for PC2 and PC3 these
percentages are 3.4-17.5% and 2.2-10.9%, respectively
(Figures 9 and 10). HF and semiempirical models seem to
be always among the best, except for calculation ofA. On
the other side, all LR models, in general, are the worst ones.
PHC models give the smallestσ(A) and are not poor in
predicting〈d〉. Models 11 and 12 show that there is some
preference fordg data. Multivariate models 14, 22, 24, 26,
and 34 always make a cluster which is very close to the
reference model in cases (d) and (e), not so far in (a) and
(b), and rather far in (c) (prediction ofA). In average, HCA
confirms these trends. Although this PCA-HCA analysis is
semiquantitative, it helps to find out the best models for
calculation of some property. HF is not always the best
model, nor PHC is not always the worst model; simply, the
best for prediction/calculation of all properties does not exist.
The five multivariate models seem to be good in general,
placed between computational and PHC models, and could

be improved. The combined PCA-HCA analysis on model
quality presented in this and previous works62,63,75 can be
used for (a) finding the best and most appropriate models to
predict/calculate properties under study and (b) giving more
insight into the nature of the properties, including their
mapping to find out the most important property regions for
the studied phenomena. Table 8 contains statistical param-
eters for regression models 51-71 referrring to only one

Figure 9. (A) PCA scores plots obtained by regular PCA on 11
statistical parameters (see text for details); (B) HCA dendogram
on the prediction models, employing: the same 11 statistic
parameters. Coloring refers to various types of prediction models:
black box- experimental data, blue box- computational models
(MMFF, semiempirical, HF), red box- LR models, brown box-
PHC, magenta box- multivariate models with three or four bond
descriptors, green open circle- the best and the reference model.

HETEROAROMATICITY OF NUCLEOBASES J. Chem. Inf. Comput. Sci., Vol. 43, No. 3, 2003801



bond type. These models, in general, are not better than
analogous models (from Table 7) using the whole data set.
They fail in a, b, F, FIT, R2, andQ2 and even bring some
improvement in∆max, 〈∆〉, 〈∆/σexp〉, SEC, andSEV. Accord-
ing to these findings, the separation of the nucleobase data
into CC, CN, and CO bond data is not recommendable.

Rationale for this could be the cyclic nature of nucleobases
and theπ-electron delocalization phenomena which include
the interaction between the ring and exocyclic bonds.

e. Prediction/Calculation of Bond Lengths in Set III.
In Tables I-III in Supporting Information are the bond
lengths calculated by HF, PM3, and PLS model 34. Only

Figure 10. PCA loadings plots obtained by regular PCA on the following: (A) bond lengthsdexp anddcal; (B) Julg’s aromaticity indexA;
(C) average bond length〈d〉; and (D) standard deviationσ(A). Coloring is the same as in Figure 9.
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nucleosides35and45possess 12 high quality values ofdexp

(Table 2). These bond lengths are reproduced best by HF
and then followed by PLS and PM3. When all 154
experimental bonds are considered, then HF is the best
method in terms of∆/dexp, 〈∆〉, andr, and the second place
is shared among PM3, PLS, and MMFF. Figure 12 illustrates
the relations betweendexp anddcal from model 34. Supposing
that the cumulative effect of the crystal packing forces and
substitution at/in the nucleobase ring on the 154 bond is at
maximum(0.05 Å, there are some samples out of this limit
around the regression linedcal ) dexp. At first, these are the
CC bonds with low-qualitydexp in 34, 36, 45, 48, and49
(rounded in cyan in Figure 12) and also some CC bonds

with high-qualitydexp in 36, 38, 39, 45, and47. All CN and
CO bonds are well concentrated around the regression line;
all CO bonds are overpredicted. It is clear that the PLS model
34 and its analogues (14, 22, 24, 26, 34) can be used quite
satisfactorily in bond length prediction for nucleobases.

f. Structural Aromaticity Indices for Nucleobases. The
Effect of Intermolecular Interactions. (a) The Resonance
Structure Contributions. The ionic resonance structures are
predominant, and their contribution to resonance hybrid is
rather high (Figures 3 and 4,co data, error 1%.): 40-60%
for 2, 4, 6, and >70% for 1, 3, 5, 7. Hyperconjugation
contribution for3 is 33%. Similar trends are observed for
8-31. The crucial point to describe nucleoside CC, CN, and

Figure 11. HCA dendograms on prediction models, employing the following: (A) bond lengthsdexp anddcal; (B) Julg’s aromaticity index
A; (C) average bond length〈d〉; and (D) standard deviationσ(A), as variables. Coloring is the same as in Figures 9 and 10.

Table 8. Statistical Parametersa,b for Modelsc for Calculation/Prediction of CC, CN, or CO Bond Lengths in Nucleobases

no
bond

descriptors setd coe method
∆max/

Å
〈∆〉/
Å

〈∆/
σexp〉 a/Å b t F FIT R2

SEC/
Å

pressc/
Å2 Q2

SEV/
Å

pressV/
Å2 NV

51 pP (I+II)CC 1 LR 0.076 0.025 9.69 0.481 0.65912.74 162 1.86 0.659 0.031 0.083 0.644 0.032 0.086 1
52 ps (I+II)CC 2 LR 0.071 0.024 9.10 0.423 0.70014.00 196 2.25 0.700 0.029 0.073 0.686 0.030 0.076 1
53 pP, ps, n (I+II)CC 14 MLR 0.068 0.020 7.62 0.332 0.765 1.53 89 2.90 0.765 0.026 0.057 0.744 0.028 0.062 3
54 pP, ps, n (I+II)CC 26 PCR(2) 0.067 0.021 8.37 0.358 0.746 122 2.71 0.746 0.0270.062 0.729 0.028 0.066 2
55 pP, ps, n (I+II)CC 34 PLS(2) 0.066 0.021 8.36 0.357 0.747 122 2.72 0.747 0.0270.062 0.730 0.028 0.066 2
56 pP, n (I+II)CC 22 AllR 0.069 0.022 8.74 0.384 0.728 4.59 111 2.47 0.728 0.028 0.066 0.710 0.029 0.071 2
57 ps, n (I+II)CC 24 AllR 0.066 0.021 8.07 0.341 0.758 4.45 130 2.88 0.758 0.027 0.059 0.741 0.028 0.063 2
58 pP (I+II)CN 1 LR 0.101 0.014 5.80 0.626 0.541 14.69216 1.16 0.541 0.019 0.067 0.533 0.019 0.069 1
59 ps (I+II)CN 2 LR 0.102 0.014 5.77 0.579 0.575 15.75248 1.33 0.574 0.018 0.062 0.567 0.019 0.064 1
60 pP, ps, n (I+II)CN 14 MLR 0.106 0.013 5.55 0.567 0.584 1.00 85 1.31 0.5840.018 0.061 0.553 0.019 0.066 3
61 pP, ps, n (I+II)CN 26 PCR(2) 0.107 0.013 5.52 0.570 0.582 127 1.34 0.5820.018 0.061 0.555 0.018 0.065 2
62 pP, ps, n (I+II)CN 34 PLS(2) 0.107 0.013 5.52 0.569 0.583 127 1.34 0.5820.018 0.061 0.555 0.019 0.065 2
63 pP, n (I+II)CN 22 AllR 0.111 0.013 5.62 0.607 0.555 2.35 113 1.20 0.555 0.019 0.065 0.525 0.020 0.070 2
64 ps, n (I+II)CN 24 AllR 0.105 0.013 5.65 0.577 0.577 0.78 124 1.31 0.5770.019 0.065 0.550 0.019 0.066 2
65 pP (I+II)CO 1 LR 0.076 0.014 5.23 0.865 0.299 3.92 15 0.39 0.299 0.2170.017 0.076 0.025 0.022 1
66 ps (I+II)CO 2 LR 0.074 0.014 5.26 0.836 0.322 4.14 17 0.44 0.3220.021 0.016 0.076 0.025 0.022 1
67 pP, ps, n (I+II)CO 14 MLR 0.021 0.008 3.38 0.195 0.842 0.22 60 3.86 0.8420.011 0.004 -22.031 0.128 0.555 3
68 pP, ps, n (I+II)CO 26 PCR(2) 0.021 0.008 3.40 0.195 0.842 93 4.44 0.8420.010 0.004 0.806 0.011 0.005 2
69 pP, ps, n (I+II)CO 34 PLS(2) 0.021 0.008 3.40 0.195 0.842 93 4.44 0.8420.010 0.004 0.806 0.011 0.005 2
70 pP, ps, n (I+II)CO 22 AllR 0.021 0.008 3.40 0.195 0.842 0.261 93 4.43 0.8420.010 0.004 0.804 0.012 0.005 2
71 pP, ps, n (I+II)CO 24 AllR 0.021 0.008 3.39 0.195 0.842 0.311 93 4.44 0.8420.010 0.004 0.806 0.012 0.005 2

a Statistical parameters (see Table 4).b Bold/italics values of the statistical parameters which are better/worse than those in the analogous models
for comparison. Plain values are not suitable for comparison, due to difference in the size of the data sets.c The predictive models (see Table 7):
LR - simple; MLR, PCR, PLS- with the number of PCs in brackets; AllR- MLR, PCR, PLS regressions applied with the same results.d The
training set or the set which was used to calculate the statistical parameters, with the bond type.e Analogous models from Table 7, used for
comparison purposes.
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CO bond lengths in this work is the calculation of the Pauling
π-bond orders, which then can be corrected to crystal packing
effects; information on bond lengths not contained in bond
orders can be added in simple variables such asQ and n.
The construction of resonance structures for nucleobases
1-50 is shown to be based on correct theory.

(b) The Regression Coefficients. The regression coef-
ficients which stand beforeπ-bond orders are electronic
aromaticity indices and can be expressed asb (the coefficient
for only one bond order in the equation) orB (the sum of
all coefficients for bond orders in the equation). Greater
absolute value ofb or B is related to a higher degree of
aromaticity.38 Table 9 compares these coefficients for PB-
PAHs,38 aza- and diaza-PAHs,31,32,37and nucleobases. There
is no statistically relevant difference between PB-PAHs and
their aza-derivatives inb, B coefficients, so the CC bond
shortening due to presence of N or crystal packing effects
cannot be observed. The packing effects in nucleobases are
also unobserved. It is interesting to note that in terms ofb
andB, there is no difference between nucleobases and aza-
PAHs series, although the differences in the proposed PLS
equations and regression vectors are remarkable (Table 9).

(c) The PCA-HCA Analysis on Some Experimental and
Calculated/Predicted Structural Parameters. In Table 10 are
experimental and calculated aromaticity indicesA, σ(A), and
〈d〉 for Pu/Py rings in1-31. The relative error forAcal, ∆/Aexp

> 10% can be encountered 19 times for HF and only 7 times
for PM3 and PLS.Aexp for Pu ranges is 0.85-0.94 and for
Py is 0.76-0.93. Scores plot from PCA analysis case (c) in
sectiond., illustrated by Figure 10B, reveals a quite well
separation of Pu from Py rings in the PC1-PC2 plot (Figure
13A). In general,A increases with both PC1 and PC2. Some
Py behave in the plot like Pu:24 - with an extended
heteroaromatic Py ring by a CdO group and26 - with a
cycloalkene fused with Py ring. Also, Pu19 and25 act as
Py, mainly due to a tertiary amine N which disrupts the
electron delocalization in the Pu ring. The HCA analysis

of the same data set reveals additional details (Figure 13B)
which can be observed also in the PCA plot (Figure 13A).
There are five clusters and subclusters, presented by the
standard nucleobases (C, T, U, A, G). G-type nucleobases
are all Pu (7, 8, 22, 28) except11 (this Py ring is similar to
Py fragment of7 and 28). A-type nucleobases include Pu
(5, 6, 18, 20, 25) and a nontypical Py26. C-type nucleobases
are only Py (1, 10, 12, 15, 17, 27, 29, 30). T-type nucleobases
are also Py (2, 39, 23, 31). U-type cluster is a mixture of Py

Figure 12. The PLS prediction results (model 34) for set III. The maximum limit 0.050 Å (green lines) includes crystal packing and
substituent effects. Some low-quality (rounded in cyan) and high-quality data (not rounded) are out of the limit.

Table 9. Selected Regression Parameters and BLBOR Equations
for Various (Hetero)Aromatic Classes

class bond type bond descriptors coefficient

Regression Coefficientsb andB
PB-PAHsa CC pP -0.147(5)

pcr -0.151(4)
MLR: pP, pcr, n, m, l -0.130(39)
PLS: pP, pcr, n, m, l -0.125

aza-PAHsb CC pP -0.143(13)
CN pP -0.184(18)

diaza-PAHsb CC pP -0.143(8)
CN pP -0.152(8)

nucleobasesc CC, CN, CO pP -0.199(13)
ps -0.168(10)
MLR: pP, ps, n, Q -0.149(26)
PLS: pP, ps, n, Q -0.159

PLS Regression Equations

deautoscaled equation for PB-PAHs:a (d/Å - 1.409)/0.032)
-1.929(pP - 0.402)- 1.990(pcr - 0.405)+ 0.196(n - 3.09)+

0.127(m - 2.08)+ 0.004(l - 4.78)

PLS regression vector for autoscaled equation:pP: -0.357;
pcr: -0.385;n: 0.157;m: 0.114;l: 0.006

deautoscaled equation for nucleobases:c (d/Å - 1.360)/0.063)
- 1.271(pP - 0.347)- 1.241(ps - 0.346)- 1.075(Q - 12.85)

- 0.102(n - 2.94)

PLS regression vector for autoscaled equation:pP: -0.264;
ps: -0.330;Q: -0.661;n: -0.078

a From a previous work.38 b From another previous work.39 c In this
work.
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(4, 14, 24) and nontypical Pu (19 - with tertiary amine in
the ring;13 - three fused rings;21 - Py fragment equal to
4). According to this PCA-HCA analysis of the indexA, Py
and Py-type (C, T, U) nucleobases possess a higher degree
of π-electron delocalization than Pu and Pu-type (A, G)

nucleobases. The very same analysis on〈d〉 (see sectiond.)
gives another classification, but there is still a good separation
of Pu from Py and among the five clusters (C, T, U, A, G).
The Varimax rotated PCA and HCA on experimental and
calculated bond lengths data show that all the 309 bonds

Table 10. Experimental and Calculated Structural Aromaticity Indicesa

no. Aexp AHF APM3 APLS 〈dexp〉 〈dHF〉 〈dPM3〉 〈dPLS〉
1 0.859(36) 0.745(49) 0.741(52) 0.922(25) 1.369 1.364 1.402 1.373
2 0.933(34) 0.920(38) 0.894(45) 0.911(36) 1.374 1.370 1.411 1.374
3 0.868(33) 0.785(41) 0.837(35) 0.930(24) 1.382 1.384 1.421 1.394
4 0.899(25) 0.805(35) 0.829(32) 0.880(28) 1.380 1.385 1.420 1.384
5 0.892(34) 0.817(45) 0.875(36) 0.821(44) 1.360 1.348 1.387 1.359
6 0.889(67) 0.796(91) 0.847(77) 0.821(83) 1.359 1.350 1.392 1.359
7 0.863(63) 0.710(92) 0.829(68) 0.766(80) 1.368 1.361 1.402 1.370
8 0.853(55) 0.739(74) 0.807(64) 0.789(69) 1.368 1.358 1.401 1.368
9 0.858(30) 0.790(37) 0.842(31) 0.919(23) 1.387 1.384 1.420 1.389
10 0.802(181) 0.661(236) 0.706(213) 0.844(159) 1.366 1.366 1.403 1.377
11 0.827(113) 0.735(143) 0.745(133) 0.786(133) 1.360 1.362 1.400 1.374
12 0.824(93) 0.719(114) 0.746(105) 0.852(82) 1.373 1.370 1.405 1.379
13 0.867(136) 0.816(161) 0.889(121) 0.848(145) 1.360 1.354 1.393 1.363
14 0.900(50) 0.833(65) 0.824(66) 0.902(50) 1.391 1.387 1.410 1.386
15 0.760(197) 0.582(259) 0.742(197) 0.929(107) 1.376 1.379 1.414 1.372
16 0.896(95) 0.797(132) 0.809(124) 0.874(105) 1.385 1.384 1.424 1.380
17 0.818(133) 0.675(175) 0.720(156) 0.876(109) 1.370 1.368 1.404 1.379
18 0.876(123) 0.806(157) 0.884(118) 0.825(150) 1.371 1.362 1.394 1.366
19 0.911(156) 0.865(192) 0.901(159) 0.901(164) 1.369 1.370 1.407 1.371
20 0.856(118) 0.757(154) 0.852(118) 0.859(117) 1.378 1.372 1.403 1.376
21 0.896(134) 0.764(202) 0.870(146) 0.803(184) 1.379 1.371 1.413 1.378
22 0.885(87) 0.757(129) 0.880(87) 0.792(124) 1.382 1.376 1.409 1.384
23 0.895(78) 0.765(116) 0.836(94) 0.918(69) 1.386 1.385 1.422 1.388
24 0.836(94) 0.808(103) 0.849(88) 0.841(93) 1.392 1.385 1.421 1.390
25 0.938(109) 0.853(170) 0.899(133) 0.870(158) 1.374 1.369 1.415 1.375
26 0.900(102) 0.734(167) 0.773(150) 0.767(155) 1.378 1.366 1.404 1.380
27 0.835(71) 0.679(98) 0.721(91) 0.871(61) 1.371 1.368 1.404 1.378
28 0.876(111) 0.815(137) 0.878(108) 0.746(158) 1.361 1.349 1.387 1.364
29 0.883(81) 0.674(135) 0.738(116) 0.912(70) 1.369 1.368 1.404 1.375
30 0.821(129) 0.684(174) 0.736(154) 0.912(92) 1.372 1.368 1.404 1.375
31 0.884(109) 0.832(131) 0.861(116) 0.905(98) 1.385 1.387 1.422 1.394

a Julg’s aromaticity index based on experimental (Aexp) and calculated bond lengths from models 50 (AHF), 48 (APM3), and 34 (APLS) from Table
7. Errors are in brackets, given at last 2-3 digits. Average bond lengths (in Å) from experiment (〈dexp〉) and from models 50, 48, and 34 (〈dHF〉,
〈dPM3〉, 〈dPLS〉, respectively). Their errors are at most 0.001 Å.

Figure 13. A. Scores plot for Julg’s index data set. B. The corresponding HCA dendogram. Distinction between Pu and Py is visible. Five
types of nucleobases, C-, T-, U-, A-, and G-type, are marked with different colors.
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from set I+II can be described by two PCs (92.9% total
variance). PC1 is highly correlated toQ (corr coeff r )
-0.975) and can be interpreted as the bond length determined
by the bond type (see the distinct clusters in Figure 14). PC2
is well related toπ-bond orders (r ) -0.921 withpP) and
slightly to n (r ) 0.383). PC3 (3.7% total variance) is not
significantly correlated to any bond descriptor (|r| < 0.186)
and could be originated from properties of the calculation
procedures. Thus, PC2 can be interpreted as a bond length
defined by the local neighborhood effects (electronic, steric,
and other properties). Bond lengths in Pu and Py nucleobases
can be distinguished well in the CC cluster and much less
in the CN and CO clusters. Bonds from Pu are more
concentrated at lower PC2 than those from Py. HCA
confirms the basic trends in this PCA.

(d) The Intermolecular Interactions in H-Bond Complexes
of Nucleobases. Krygowski76 showed that geometry and
structural aromaticity indices can be affected by inter-
molecular H-bonding net, presence of cations, and push-
pull cooperative substituent interactions. Molecular and
crystal structures of cytidine in cytidine crystal (CYTIDI02)
and in DNA decanucleotide (BD0023) reveal regular rela-
tions between molecular geometry, aromaticity, and inter-
molecular interactions. The reference cytidine molecule in
CYTIDI02 is surrounded by 12 neighbors (through 86
contacts), being with two of them inπ...π stacking (inter-
planar distance between Py rings 3.740 Å). There are 10
hydrogen bonds established between the reference and six
neighbors (C-1 to C-6, Figure 15A) and also an intramo-
lecular H in the sugar. Groups-NH2, CdO, and aromatic
-N ) are involved in H-bonds. CC bond b is included in
weak C-H...X interactions. Similarly, cytidine in DB0023
is surrounded by its phosphate and three nucleobases (T, A,
G) and two waters; five H-bonds are established with the
waters and the G base (Figure 15B). Comparison of
CYTIDI02 and calculated (from dimer to hexamer) geometry
can quantify the influence of packing effects on molecular
properties (Table 11). Ab initio, especially B3LYP, are very
close to the experiment, while MMFF is the worst. All the
methods, especially semiempirical, are getting close to the

experiment with the increase of the molecular cluster (more
H-bonds and other intermolecular interactions). The bond
length differencesδ ) dexp - dB3LYP for monomer (Figure
15A) outline the effect of the H-bond distribution around
the cytosine system on its bond lengths. As H-bonds are the
strongest intermolecular interactions (ranging 2-8 kcal mol-1

in this case, according to Gavezzotti81), the largestδ are
observed for bonds with H-bond donors/acceptors (Figure
15A); acceptor-carbon bonds (CdO, -CdN-) are mainly
prolongated, and the donor-carbon bond (C-NH2) is
shortened with respect to the free state. Largeδ for bond h
is caused by resonance assisted H-bonding, sugar-nucleobase
steric interactions, and electronic effects in the Py ring; the
ring adapts to the resonance changes provoked by the
H-bonding. The CSD search by Slowikowska and Wozniak82

for adenine residues also confirmed the existence of cor-
relations between the structural parameters of adenine and
of the H-bonding. Six-membered cytosine ring in CYTIDI02
is heteroaromatic (HOMA: 0.832, A: 0.890(27)), even
including the two exocyclic bonds (HOMA: 0.456,A: 0.682-
(53)). Surprisingly, the B3LYP results for monomer, repre-
senting the free cytidine state, show lower degree of

Figure 14. 3D scores plot on bond lengths data. Bond type, neighborhood, and Pu/Py distinction can be observed as clusters.

Figure 15. Cytidine residue in crystal structure (A) of cytidine
(CYTIDI02) and (B) of a B-DNA decanucleotide (BD0023).
Hydrogen bonds with neighboring cytidine (C-1 to C-6), guanosine
(G), and water (W-1 and W-2) as well as an intra bond are marked
with dashed lines.δ differences (see text) for cytosine (in Å) are
presented also.
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aromaticity for the Py ring excluding (HOMA: 0.752,A:
0.760(39)) and including (HOMA: 0.292,A: 0.464(69)) CO
and NH2 groups.

3. CONCLUSIONS

CC, CN, and CO nucleobase bond lengths depend on
π-bond orders (pP, ps), electrotopological (Q), and topological
(n) indices accounting forπ-electron delocalization effects,
bond type, and neighborhood, respectively. These bond
lengths are 3D phenomenon (PC1 is strongly related to bond
orders, PC2 toQ, PC3 ton) and can be classified in nine
classes based onQ and n. The bond length prediction by
traditional BLBORs can be improved by introducing crystal
packing effects into bond orders and use of multivariate
techniques and can compete with semiempirical results, as
has been successfully shown in this work. The choice of the
best model to predict a particular property can be performed
easily by the PCA-HCA procedure. The nucleobase bonds
are similar to PB-PAHs bonds in some aspects, as in data
degeneration which can be reduced by suitable bond descrip-
tors. There is no clear picture that the nucleobase bonds are
less aromatic than those in PB-PAHs and picrates. It is certain
that nucleobases are heteroaromatic systems rather distinct
from picrates, PAHs and aza-PAHs. Nucleobase bond lengths
in crystal, compared to a free state, are affected by substitu-

tion and crystal packing effects, and even calculation
methods. Quantum mechanical treatment of molecular hy-
drogen bonding clusters results in nucleobase geometry close
to the experimental. Distinction between purines and pyri-
midines and also among five classes of nucleobases (C, T,
U, A, G) can be clearly observed based on bond lengths only.
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